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ABSTRACT. Travelling waves and conservation laws are studied for a wide class of U(1)-
invariant complex mKdV equations containing the two known integrable generalizations of
the ordinary (real) mKdV equation. The main results on travelling waves include deriving
new complex solitary waves and kinks that generalize the well-known mKdV sech and tanh
solutions. The main results on conservation laws consist of explicitly finding all 1st order
conserved densities that yield phase-invariant counterparts of the well-known mKdV con-
served densities for momentum, energy, and Galilean energy, and a new conserved density
describing the angular twist of complex kink solutions.

1. INTRODUCTION

In this paper, we study travelling wave solutions and conservation laws of general complex
mKdV-type equations

Up + aliu, + Puly + Yiges = 0 (1)

for u(t, z) with complex coefficients o« = ay + i, 5 = b1 + if2, and real coefficient v > 0.
An equation of the form (1) is equivalent to a coupled nonlinear system

ury + ((ay + Br)ui — 2Baurug + (ag — Br)ud)ul,

— (2 — 52)?& — 2f1uus + (o + 52)U3)u2r + YUz =0
U + (a2 + Bo)ui + 2B1urus + (s — Bo)ud)uiy,

+ ((o1 = 1)yt + 2Bourus + (01 + B1)u3)uze + Yuzgee =0

(2)

(3)

for the real and imaginary parts of u(t,z) = uy(t, x) + tua(t, ). This system reduces to the
ordinary mKdV equation in the case when uy = 0 and ag = §5 = 0.

Complex mKdV-type equations (1) are interesting both physically and mathematically.
When the coefficients o and ( are real, such equations describe propagation of short pulses
in optical fibers [1, 2] where the physical meaning of ¢ and = as time and space variables is
reversed. In the cases where the ratio of these real coefficients is 8/a = 0 or f/a = 1/3, the
resulting equations are integrable systems [3, 4], possessing rich mathematical features such
as soliton solutions which describe nonlinear interactions of two or more travelling waves,
as well as a hierarchy of conservation laws which involve u, 4, u,, u,, and increasingly higher
order z-derivatives of u and w. In contrast, when the coefficients o and § are complex,
little seems to be known about the nature of solutions or the existence of any integrability
structure for complex mKdV-type equations (1). The equivalent coupled systems (2)—(3)

with ag # 0 or 5 # 0 arise in modelling weakly coupled two-layer fluids [5].
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Travelling waves for the class of complex mKdV-type equations (1) are considered in
section 2. By use of symmetry reduction and integrating factors, we first derive all smooth
solutions of the form

u(t,z) =U(x —ct) =a+bf(z — ct) (4)
in which a = a; + iay, b = by + iby are complex constants, and f(z) is a real valued function
that either is single-peaked and vanishes for large z (i.e. a solitary wave), or has no peak
and approaches different constant values for large positive/negative z (i.e. a kink). We next
derive all smooth solutions having a linear phase

u(t,x) = exp(i(kz + wt + ¢)) f(x — ct) (5)

where k,w, ¢ are real constants, and f(z) is again a real valued function with the same
general profile (i.e. either a solitary wave or a kink) as considered for the solutions (4). Both
of these two classes of complex travelling waves (4) and (5) include the familiar sech and
tanh profiles for f(z) in the case of the ordinary mKdV equation [6].

Conservation laws for the class of complex mKdV-type equations (1) are then considered
in section 3. Specifically, by means of multipliers, we derive all conserved densities and fluxes
of the form

T(t, x,u, U, Uy, Uy, Ugy, Usz) (6)
X<t7 :1;7 u7 ,17/7 ufl’? ﬂ$7 ul’fl’? ﬂ$$7 u1'1'1'7 afl’fl’fl’? u.fBZB.fB.fB? TTLZBJBJB:B) (7>

which satisfy
DT+ D, X =0 (8)

corresponding to conserved quantities
o
C = / T dx = const. 9)
—00

for all solutions u(t, z) that have vanishing flux at x = £o00. The class of conserved densities
(6) includes the well-known conservation laws for mass, momentum, energy and Galilean
energy in the case of the ordinary mKdV equation [7], as well as the first of the higher-
derivative conservation laws in the hierarchy arising for the two known integrable cases of
complex mKdV equations.

In section 4, the conserved quantities (9) are used to explore some features of the travelling
wave solutions (4) and (5). Finally, a summary of the main new results obtained in the
previous sections is provided in section 5.

Hereafter, for convenience we will put

v=1 (10)
by scaling the time and space variables t — |/7t, * — /7.

2. TRAVELLING WAVES

Each complex mKdV equation in the class (1) has the following basic invariance properties:

scaling T = Azt — Ntu— A (11)
time translation t—t+e (12)
space translation T —x+e (13)
phase rotation u — exp(ig)u (14)



where the parameters are given by A # 0, —0o < € < 00, 0 < ¢ < 27. Composition of these
transformations (11)—(14) yields a 4-parameter group of point symmetries admitted by all
equations (1).

Travelling waves u = U(z — ct) arise naturally as group-invariant solutions [8] with respect
to the combined space-time translation

t—t+er—>x+ce (15)
where ¢ is the speed of the wave. From equation (1), such solutions satisfy
—cU' + UUU + BUU' +U" =0 (16)
which is a 3rd order, nonlinear, complex ODE for U(§), in terms of the invariant variable
E=ux—ct. (17)
Note this ODE (16) inherits invariance under phase rotations
U — exp(ig)U. (18)

When the coefficients o and § are real, we can find all real solutions U(&) straightforwardly
by the use of integrating factors. In contrast, when the coefficients are complex or when we
seek all complex solutions, the ODE (16) cannot in general be integrated explicitly. However,
the class of solutions

U=a+bf() (19)
given by a real function f(§) and complex constants a and b will by-pass these difficulties,
as we now show.

2.1. Solitary waves and Kinks. For travelling wave solutions of the form (19), the ODE
(16) is given by

0 = (aaab+ Ba’b — cb) f' + ((a+ 2B)abb + aab®) f f' + (o + B)V*bf* '+ bf" (20)
where, under phase rotations (18),
a — exp(ig)a, b — exp(ip)b, f — f. (21)

Consequently, the ODE (20) for f(£) can be simplified by using a phase rotation (21) to put
b = |b|, which then gives
0= (A+Bf +CfAf + 1" (22)

with coeflicients
A= alal’ + Ba* — ¢,

B = (a(a+ a) + 2Ba)lb), (23)
C = (a+ Bl
Since f is real, these coefficients must be real, and hence we require the conditions
ImA=ImB=ImC =0. (24)
Solving these conditions, we obtain two cases:
ag #0, fi=ay=F=0; (25)
a =0, ag+ By =0. (26)

For each case, the ODE (22) is straightforward to solve by integrating factors.
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We will be interested first in solutions f(&) that describe a solitary wave of the form (4)
having a single peak at £ = &, and decaying to a constant value for |£| — oo. Without loss
of generality, these properties will hold if f() satisfies the conditions (i) f — 0 as £ — +o0
and (ii) f' =0, f" # 0 at £ = &. Condition (i) provides asymptotic boundary conditions

f(£o0) = f/(F00) = f"(d00) =0 (27)
which we impose on the solution of ODE (22). Integrating this ODE once, we get
0=Af+iBf?+iCr + 1" (28)

after the asymptotic boundary conditions (27) are imposed. Then using the integrating
factor f’ and again imposing the asymptotic boundary conditions (27), we obtain

0=Af?+3Bf + 501" + f” (29)
which is a separable 1st order ODE. The general solution satisfying condition (ii) is given by

( —6A
VB2 — 6AC cosh(vV—A(€ — &)) + B’

A#0,B#0or C #0

exp(+V—A(€ — &)), A#0,B=C=0
f(&) = 0B (30)
(B6)(E— &2 1 C AZ0B70

v/ —6/C
LV=b/C A=B=0,C#0
L =&

with the coefficients A, B, C given by the two cases (25) and (26). This leads to the following
classification result.

Proposition 1. Modulo phase rotations a — exp(ip)a, b — exp(i¢)b, and translations
& = &+ &, the travelling wave ODE (20) with asymptotic boundary conditions (27) has six
real piecewise-smooth solutions:

12a/|b|
__ 1
/ 2c€?+3 (312)
with
as+ Py =0,01+ 51 #0 (31b)

C
a=,/——arg b=0; 3lc
‘/a1+/31 g (31c)

6esch(©)a/|b|

B \/6 + 4 sinh?*(O) cosh(sech(0)y/c&) + 2sinh(O)
4
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with

as+ P =0,a1+ 51 #0

[ ¢
a= tanh(©),arg b =0
o + B (©), arg

where —oo < © < 00;

f=exp(=V/cl¢])/ 1|
with

ay+ o =ar+ B =000 #00ras #0
a = sinh(0),arg b =0

where —oo < © < 00;

12Rea/|b|

/= 2ccos2(0)€2 + 3

with

042251:52:0,041%0

a=, /iexp(iﬁ),arg b=0
(€3]

where 0 < 0 < 2m;

6esch(O)|al/|b]

f

with

ay =1 =03 =0,01 #0

a=, [ < tanh(0©) exp(if),arg b =10
a

where —00 < O < o0 and 0 < 0 < 27;

B \/6 + 4 cos?(0) sinh?*(0) cosh(sech(©)/c€) + 2 cos(#) sinh(O)

(32b)

(32¢)

(33a)

(33b)
(33c)

(34a)

(34b)

(34c)

(35a)

(35b)

(35¢)



_, lal/y )
ey (36a)

with

ay =01 =03 =001 #0 (36b)

a:iui,argbzo. (36¢)
631

We will next be interested in solutions f(§) that describe a kink of the form (4) having
different asymptotic values for £ — +o00 and exhibiting an inflection at £ = £,. Without loss
of generality, these properties will hold if f() satisfies the conditions (i) f — f+ = const.
with f, # f_ as & — o0 and (ii) f” = 0 at £ = &. Since the ODE (22) for f(&) is invariant
under shifts f — f —¢, a - a+ be, b — b, we can put f, = —f_ = fo # 0 by shifting
f— f—=(f++ f-)/2. Hence condition (i) imposes asymptotic boundary conditions

f(+oo) = —f(=00) = fo, f'(£o0) = f"(+00) =0. (37)

Now, integration of ODE (22) by means of the same integrating factors used earlier yields
the separable 1st order ODE

0=D+Ef+Af” + 3B+ 30"+ (38)

where D and E are constants. The easiest way we can impose the asymptotic boundary
conditions (37) is by considering the integral curves of this ODE (38) in the phase plane
given by f' = (=D—Ef—Af?—1Bf3—1C f*)"/? as a function of f, where these conditions
can be expressed as f'|;—yp, = 0 and limy 45 [(1/f)df = £oo. For these phase plane
conditions to hold, we must have

D+ Bf £ AP 4 IBP 4 LCH) = (f = o + fo) (39)

which requires
B=E=0,D=3A%/C (40)
and

fo=/—34/C. (41)

Combining conditions (40) and conditions (24) on the coefficients, we obtain two cases:
a=0,a2#0, fi=asy=p0=0; (42a)
a; = Qg = O, Qg + 62 =0. (42b)

In both cases, the general solution of the ODE (22) satisfying condition (ii) is given by

F(€) = \/—3A/C tanh(\/A/2¢), A#0,C # 0. (43)

This leads to the following classification result.
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Proposition 2. Modulo phase rotations and shifts a — exp(i¢)(a + be), b — exp(ip)b, and
translations £ — £ + &y, the travelling wave ODE (20) with asymptotic boundary conditions
(37) has two real piecewise-smooth solutions:

= %sech(@) tanh(sech(©)+/—c/2€) /b (442)
with
(12:61:6220,0417&0 (44b)

a= i\/gtanh(@), arg b=0 (44c)

where —oo < © < 00;

3¢
=\ g b (/=2 I (45)

with

Qg+ P2 =0,a1+ 1 #0 (45Db)
a=0,arg b=0. (45¢)

The solutions obtained in Propositions 1 and 2 have interesting analytical behaviour.
Solutions (32), (35), (44), (45) are smooth for all £, i.e. f € C™ on —oo < £ < 0o. Solution
(36) has a blow-up singularity at £ = 0, i.e. |f| — oo as £ — 0. Solutions (31) and (34) are
smooth for all £ iff ¢ > 0, since otherwise there is a blow-up singularity at some point & = &,
(such that their denominators vanish). In contrast, solution (33) is continuous for all £ but
has a cusp at £ =0, i.e. f € C° on —oco < € < oo while f € C* only on 0 < |¢] < oo such
that f’ is discontinuous at £ = 0.

Theorem 1. For a complex mKdV equation (1), non-singular solitary wave solutions of the
form (4) having a single peak at x = ct and decaying to a constant value for |x| — oo are
admitted only in the following two cases:

(i) Ina =0, =0

e ¢ e 6sech©
u(t,z) =e e” tanh © +
a 2 cosfsinh © + /6 + 4 cos? fsinh? © cosh(y/c(x — ct)sech®)
(46)

e (. 12 cosf
¢ _ g [ = 0 _ 47
ult,z) = e \/; (e 3+ 2¢c(x — ct)? cos? 9) (47)

where ¢ > 0, a > 0, and the parameters are given by —oo < O < o0, 0 < 0 < 27 and
0< ¢ < 2m.
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(i) Im (a4 8) =0

u(t,r) = e < tanh © + Gsech® (48)
a+f 2sinh © + 1/6 + 4sinh? © cosh(y/c(z — ct)sech®)
_ g c 1_ 12 4
ult,z) = e a+f ( 3+20(3:—ct)2) (49)

where ¢ > 0, a+ > 0, and the parameters are given by —oo < O < oo and 0 < ¢ < 2.

Theorem 2. For a complex mKdV equation (1), a solitary wave solution of the form (4)
with a cusp singularity at x = ct and a non-singular decaying tail for |x| — oo is admitted
in the case o+ = 0:

u(t,z) = €' (sinh © + exp(—+/clz — ct])) (50)
where ¢ > 0, and the parameters are given by —oco < © < o0 and 0 < ¢ < 27.

Solutions (46) and (48) generalize the familiar solitary wave

Ge/(ar + P)
cosh(y/c(x — ct))

which is well known [9] in the case of complex mKdV equations with real coefficients o = &
and 8 = 3. See Fig. 1. We note this solitary wave (51) itself is still a solution in the more
general case of complex mKdV equations whose coefficients satisfy Im (o + ) = 0, and it
reduces to the 1-soliton solution in the case of the ordinary mKdV equation (where ¢ = 0).

u(t,r) = e (51)

itz

3

c=l,a=16=08=0
—r—rc=la=lL6=08=1

c=1,a=1,e=%,e=—z

Ly
2

. Wy g Lae g
c . O 5 3

FIGURE 1. Generalized solitary wave solution (46)

Solution (50) is somewhat trivial because complex mKdV equations in the case a4+ 5 =0

reduce to the Airy equation u; + uz,, = 0 when v has a constant phase.
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Theorem 3. For a complex mKdV equation (1), non-singular kink solutions of the form (4)
having an inflection at x = ct and approaching different constants for x — +oo are admitted
only in the following two cases:

(1) Im(a+ 8) =0

3¢

+

where ¢ < 0, a+ B < 0, and the parameter is given by 0 < ¢ < 27.
(ii) Ina=0, =0

u(t, r) = e tanh(y/—c/2(z — ct)) (52)

u(t, ) = e < (z tanh © 4 v/3sech® tanh(y/—¢/2(x — ct)sech@)) (53)

«

where ¢ < 0, a < 0, and the parameters are given by —oo < O < 0o and 0 < ¢ < 27.

Up to a phase rotation, solution (52) is just the familiar kink solution known for the
ordinary mKdV equation. We see the same kink solution also holds for more general complex
mKdV equations. Solution (53) is a complex generalization of this kink, having asymptotic
complex values u — €+/c/a(itanh © + v/3sech®) as x — +o0. See Fig. 2.

21y

—c=la=-18=0
1
——r=la=-18=—
c=la = 3

3

----- =l a=-1,@=-—
c=la 7 7

FIGURE 2. Generalized kink solution (53)

Additional features of these solitary wave solutions (46)—(50) and kink solutions (52)—(53)
will be discussed in section 4.

2.2. Waves with a linear phase. Travelling waves u = U(z — ct) have a natural general-
ization given by u = exp(i(kx+wt+ ¢))U(x — ct) whose form is group-invariant with respect
to space-time translations combined with phase rotations

t—=t+e,x— x+ce,u— exp(i(ke + w)e)u. (54)

In this generalization the wave is modulated by a linear phase where k,w are the inverse

wave length and the frequency of the modulation. A complex mKdV equation (1) will admit
9



such solutions if U(§) satisfies the 3rd order, nonlinear, complex ODE
0=i(w—k)U + il = BYKUU? — (¢ + 3K*)U" + «UUU’ + U’ +i3kU" + U™ (55)

in terms of the invariant variable (17). This ODE (55) cannot in general be integrated
explicitly. Nevertheless, as we now show, it is possible to find a class of explicit solutions

U=U= [(¢) (56)
where f() is a real function. For solutions of this form (56), the complex ODE (55) splits
into a pair of real ODEs

0=f"+ (a1 +B)f* —c=3k") '+ (B2 — )k f? (57)
0=3kf"+ (az+ B2) f2f + (w — k) f + (a1 = Bk S (58)

constituting an overdetermined system for f(&), k, w.
This system (57)—(58) can be solved by an integrability analysis, which we carry out using

computer algebra, as summarized in section 2.3. The analysis yields all of the different cases
in which the system reduces to a single ODE for f(£) plus algebraic conditions on k, w.

Proposition 3. All solutions of the ODE system (57)—(58) for travelling waves with a non-
zero linear phase are given by:

f"=(c+3k) f + 31 f> =0 (59a)
with

ay=p1=P2=0,04#0 (59b)

w = —(3c+ 8k?)k; (59¢)

fFVet3k2f=0 (60a)
with

ai+o3 =67+ 65 #0 (60b)

w = —(3c+ 8k*)k (60c)

+ Ve +3k2(ay + 1) — (g — Bo)k = £V + 3k (ag + Bo) + (an — Bi)k = 0. (60d)

We will be interested in solutions such that f(£) has the profile of either a solitary wave
or a kink, as described by the respective asymptotic boundary conditions (27) or (37).
Integrating the ODEs (59) and (60) under these boundary conditions, we obtain the following
classification results.

Theorem 4. For a complex mKdV equation (1), non-singular solitary wave solutions having
a non-zero linear phase of the form (5) are admitted only in the case Ima =0, § = 0:

_[6(c+ 3k?) exn (i exp(ik(z — (3¢ + 8k*)t))
ultz) = Qo p(i9) cosh((z — ct)m) (61)

where ¢ > —3k?, a > 0, and the parameters are given by —oo < k < 0o, 0 < ¢ < 2.
10



Theorem 5. A solitary wave solution of the form (5) with a cusp singularity at x = ct and

a non-singular decaying tail for |x| — oo is admitted in the case |a| = |B]:
302 —1 2
u(t,z) = Aexp (i¢) exp (— ie UZC_g(x— ;_3ct))exp(— 0;20_3|$_Ct|) (62)

with 0 = Re (a— ) /Im (a+ ) = —Im (o — ) /Re (a+ ) # 0 and € = sgn(o(z —ct)) = £1,
where ¢ > 0, 02 >3, or ¢ <0, 0 < 3, and the parameters are given by A >0, 0 < ¢ < 2.

Solution (61) is the well-known 1-soliton solution for the integrable case o = &, =0 in
the class of complex mKdV equations (1). It reduces to the familiar solitary wave solution
(51) when k = 0.

In contrast, solution (62) is new. By writing it in terms of £ =  — ¢t and t, we see that
its amplitude |u| = Aexp(—+/co?/(c? — 3)|£|) has a cusp at & = 0, with an arbitrary height
A > 0, while its phase arg(u) = ¢ — ey/c/ (02 — 3)¢ + €2(0? + 1)1/c/(c? — 3)375 (modulo 27)
exhibits a jump discontinuity at t # 0 yet is continuous at ¢ = 0. Thus, this solution is a
type of singular peakon. See Fig. 3 and Fig. 4.

L -2

f]
=1 4=l == 6=0
e=l, O= b

m
s, i, e, R
el LOSEAS

3 5
eELAT o=

=,
2

FIGURE 3. Linear phase peakon solution (62) at ¢t =0

Theorem 6. For a complex mKdV equation (1), non-singular kink solutions having a non-
zero linear phase of the form (5) are admitted only in the case Ima =0, = 0:

3(c + 3k2)

u(t,x) = exp(ip) exp(ik(x — (3¢ 4 8k?)t)) tanh(\/—(c + 3k2)/2(x — ct)) (63)

where ¢ < —3k?, a < 0, and the parameters are given by —o0 < k < 00, 0 < ¢ < 27.

Solution (63) generalizes the kink solution given by k = 0 for the integrable case a = @,
£ =0 in the class of complex mKdV equations (1). See Fig. 5.

Further discussion of the solutions (61), (62), (63) will be given in section 4.
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—k=lc=-4 a=-1

1
——k=—— e=-2 a=-1
T Rivs

FIGURE 5. Linear phase kink solution (63)

2.3. Computational Remarks. The integrability analysis of the overdetermined ODE sys-
tem (57)—(58) is non-trivial due to the nonlinearity of the two ODEs and the number of
parameters in each ODE.

The analysis begins by using differentiation combined with cross-multiplication to elimi-
nate f” f”, f/ until a purely algebraic equation in terms of f is obtained. During elimination
steps, a case distinction arises whenever the coefficient of a leading derivative can possibly
vanish. These coefficients involve the parameters aq, s, 31, B2, k, w and sometimes also the

functions f and f’, and so each case distinction increases the size of the system. Because
12



the original ODEs (57) and (58) are autonomous, the variable £ does not appear explicitly
in the coefficients or the equations. Consequently, any resulting equation that is algebraic
in f can be split with respect to all powers of f, which gives algebraic conditions just on «aq,
Qa, B1, Ba, k, w. These conditions are first reduced with each other and then used to reduce
the remaining equations in the system.

Because of the constantly increasing number of options of how to proceed in the compu-
tation (i.e. the number of equations grows due to the repeated case distinctions, offering an
increasing number of possible reductions to do, which in turn generate new equations), it is
difficult for a computer program to perform the computations automatically. Computer alge-
bra programs designed for differential Grobner basis computations (i.e. cross-differentiations
and cross-reductions of differential equations based on an ordering of derivatives which guar-
antees the finiteness of the algorithm for linear problems) are typically designed and tuned
to do a kind of “breadth-first search” that aims to prevent or delay the generation of very
large equations. But the situation for the present computation is different in that even a
large algebraic equation involving f is very useful as it can be directly split (because the
system is autonomous), yielding useful shorter algebraic conditions that involve only a1, ag,
B, Ba, k, w. Therefore, it is much more productive to employ a “depth-first search” aiming
at reducing the differential order of one equation as quickly as possible in the computation.

For these reasons, the computer algebra package CRACK [14] has been used. The nu-
merous techniques (modules) in this package for solving overdetermined systems of dif-
ferential/algebraic equations include automatic and interactive eliminations, substitutions,
length-shortening of equations, and factorizations, among others. In particular, the ability
to use the program interactively is essential and gave the complete solution of the integrabil-
ity analysis. A streamlined version of this interactive run (when executed in an automatic
mode) used about 300 interactive steps taking 4 seconds in total on a 3GHz PC. In other
words, the computation is short for a computer program if it is guided properly, but it is
long enough that a hand computation would be undesirable. (By comparison, the Maple
program RIFFSIMP running on a workstation for one day was unable to complete the full
computation.)

As a result of tackling this application, the package CRACK has been enhanced to perform
an automatic splitting on equations that contain powers of any function occurring only
polynomially and having a non-vanishing derivative with respect to at least one variable
such that this variable neither appears explicitly in the equation nor occurs as a variable of
another function in the equation.

3. CONSERVATION LAWS

In the class of complex mKdV equations (1), all conservation laws (8) can be expressed
in the integrated form

d +00
— _X 4
dtC ‘*00 (64)

in terms of corresponding conserved quantities C' = ffooo T dx, where the conserved density T’

and flux X are functions of ¢, x, u, u, and z-derivatives of u, u (up to some finite order) after

eliminating t-derivatives of u, u through equation (1). Two conservation laws are equivalent

if their conserved densities T differ by a total z-derivative D, T whenever u satisfies equation

(1), so that the same conserved quantity C' is obtained up to boundary terms th, where
13



T is any function of ¢, x, u, u, and x-derivatives of u, u. Correspondingly, the fluxes X
of two equivalent conservation laws differ by a total ¢t-derivative —D; T whenever u satisfies
equation (1). Since any conserved quantity can be decomposed into separately conserved real
and imaginary parts, there is no loss of generality in considering only real-valued conserved
densities and fluxes. The set of all such conservation laws up to equivalence for a given
complex mKdV equation (1) forms a real vector space, on which there is a natural symmetry
group action generated by scalings (11), time translations (12), space translations (13), and
phase rotations (14).

The ordinary mKdV equation has well-known conservation laws [7] corresponding to con-
served quantities for mass f_oooo u dx, momentum ffooo u? dz, energy f_oooo(Bui — u?)dx, and
Galilean energy ffooo(3tui —tut + zu?) dv. We will be interested, first, in finding all counter-
parts of these conserved quantities for complex mKdV equations (1) through a classification
of all real-valued conserved densities of the form

T(t,z,u, u, g, Uy) (65)

modulo total x-derivatives.

Each conservation law (8) of a complex mKdV equation in which the conserved density T’
and flux X are real-valued expressions can be expressed in an equivalent characteristic form
11]

DT + D,(X —T) = 2Re ((us + qtiuu, + Suly + Uze)Q) (66)

given by a complex multiplier Q) = Q)1 + 1()5, where the additional flux terms I' are linear in
ug, 4y and x-derivatives of uy, 4; (up to a finite order), with u now taken to be an arbitrary
function of ¢, z. The characteristic form (66) is useful because it leads to a linear determining
system for all conservation laws (up to equivalence) as follows.

First, conserved densities T" modulo total x-derivatives have a one-to-one correspondence
to multipliers ) through the variational expressions

or - 0T
Q=5 Q=% (67)

where 0/0u and §/du denote variational derivatives (Euler operators) with respect to v and
u. As a result, @ is a function of ¢, z, u, u, and x-derivatives of u, @ (up to twice the order
of T modulo D,Y). Second, all multipliers @) are determined by a linear system [10, 11]

%Re ((wy + cuuu, + Bulty, + Upes)Q) = %Re ((uy + cuuu, + Buliy, + Upez)Q) = 0 (68)

in which u is an arbitrary function of ¢, z. Since ) has no dependence on w;, u;, and
their z-derivatives, this system (68) has a natural splitting with respect to these variables.
The resulting split system consists of [12, 13] the adjoint of the determining equation for
infinitesimal symmetries, augmented by the Helmholtz integrability equations for variational
(Euler-Lagrange) expressions. Consequently, the multipliers @ for a given complex mKdV
equation (1) can be characterized as adjoint-symmetries that have a variational form. Third,
each multiplier () determines a corresponding conserved density 7" modulo D, T through the
variational relation (67). In particular, this relation can be explicitly inverted to obtain T
in terms of ) by means of a homotopy integration formula [11]

T = 2Re (71/1 Q[ uld\)+ D, Y (69)

14



where Q[Au] denotes the function @ evaluated with u, @, and all z-derivatives of u, @ replaced
by Au, A\u, and their z-derivatives.
Now, for classifying conserved densities (65), we will need to find all multipliers of the
form
Qt, T, u, Uy Uy, Uy, Uy Ugery)- (70)
The linear determining system for such multipliers is then given by the determining equation
for adjoint-symmetries

D,Q + (28 — a)uu,Q + (& — 28)uu,Q + auuD,Q + Bu*D,Q + D3Q =0 (71)

and its complex conjugate, augmented by the Helmholtz integrability equations

o . 0Q o . 0Q
DxR,e aﬂ/:m: = Re 8{[]17 Dmlmaa—m = Im a—ax7 (72&)
0Q 0Q . 9Q 0Q .. 0Q
Im D 0, D.,Re D Re 9u. D, Im o 2Im v (72Db)

In equation (71), the variables u;, @;, and their z-derivatives are eliminated via equation
(1) and its z-derivatives (and their complex conjugates). Thus, the system (71)—(72) will
involve the variables ¢, x, u, u, and x-derivatives of u, u up to 5th order, with the unknowns
consisting of @), a, . Since @ is at most 2nd order, this system will split with respect to
Upgrs Uprr, Uerer, brrre, Uszrer, Urerer N0 an overdetermined system of equations. We use
computer algebra both to carry out the splitting and to solve the resulting overdetermined
system, as summarized in section 3.1, which leads to the following classification result.

Proposition 4. The determining system (71)—(72) for 2nd order multipliers (70) has eight
solutions:

Q=1 (73a)

with
ay = 2061, cp = 239; (73b)
Q=1 (74a)

with
ay = 2061, ap = 239; (74b)

with
g = B; (75b)
Q=iu (76a)
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with

ay = 361, i = 3P9; (76b)
Q=1u (77a)

with
o = 301, 0 = 3[s; (77b)

with
ay =1 = P2 =0; (78b)
Q = 3uaraz + (al + 61)“2'& (79&)

with
ay = By = 0; (79b)
Q = 3tug, + (o + B)tu*a — zu (80a)

with
Qg = ﬁg =0. (SOb)

The conserved densities (65) corresponding to the multipliers (73)—(80) can be obtained
from the integration formula (69). One drawback of this formula is that if a multiplier @
contains z-derivatives of u or u then the resulting conserved density does not necessarily
have the lowest possible order. In particular, if () contains u,, or .., then T will have
terms containing u,, and u,,, which can be canceled by subtraction of suitable D,T terms.
Through the Helmholtz integrability equations (72), we can show that these terms are given
by the integral

L oQ[\u] dX LoQ[\u] dX
T=2R l — ~ ) dus 1
T s ST A o SL sy
Hence we obtain an improved homotopy integration formula
! dA
T = 2Re / (AﬂQo(t, x, Au, Au) — W (t, z, Au, A, Mg, )\ﬂx)) 5N (82)
0

where

) _
W = ux/o ()\uxaau—i(t,x, U, Uy MUz, AUy, 0,0) 4 )\ux;u—i(t,x, U, Uy MUy, Ay, 0,0)

—dulm a—l(t, T, U, Uy AUy, )\ﬂx)) d\
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in terms of Q1 = Q(¢t,x,u, U, u,, 4, 0,0) and Qo = Q1(t, x,u,u,0,0). Evaluation of this
formula (82) for the multipliers (73)—(80) leads to the following main result.

Theorem 7. For a complex mKdV equation (1), conserved densities of the form (65) are
admitted only in the following cases:

(i) Ima =Imp
T = ua. (84)
(ii) Ima=0,Im5 =0
T = —3u,i, + 1 (a + B)u*u; (85)
T = —3tu, i, + 1(a + B)tu*s® — zud. (86)
(i) @ = 28
T=u+u; (87)
T =i(u—u). (88)
(iv) a = 3p
T = + @) (89)
T =ii(@* —u?). (90)
(v) Ima=0,8=0
T = i(u,u — uzu). (91)

As indicated by their form, the conserved densities (84), (85) and (86) are phase-invariant
counterparts of the respective conserved densities for momentum, energy and Galilean energy
listed earlier for the ordinary (real) mKdV equation. The form of the other phase-invariant
conserved density (91) suggests that it has the meaning of an angular (phase) twist, since it
vanishes when the phase of u is constant. The remaining conserved densities (87), (88), (89),
(90) are not phase-invariant. In particular, conserved densities (87) and (88) are related by a
phase rotation u — exp(im/2)u, while conserved densities (89) and (90) are similarly related
by u — exp(im/4)u. This suggests that the following complex linear combinations of these
densities can be viewed as a phase-covariant mass density

T=u (92)
and a phase-covariant momentum density
T = u? (93)

where the complex conserved densities (92) and (93) are homogeneous with respect to phase
rotations (14) on w. Further discussion of the conserved quantities defined by all of the
phase-invariant densities (84), (85), (86), (91) and phase-covariant densities (92), (93) will
be given in section 4.
Finally, we will classify all real-valued higher derivative conserved densities having the
lowest-order form
T(t, z,u, U, Uy, Ug, Uz, Ugy) (94)
17



with an essential dependence on u,, and u,,, modulo total z-derivatives. The existence
of such conserved densities will be important for detecting integrable cases in the class of
complex mKdV equations (1). For this classification, we need to find all multipliers of the
form

Q(t7 ZE, u? a) u$7 al‘) u$$7 al‘l‘) u$$$7 al‘l‘l‘? ul‘l‘l‘l‘? al‘l‘l‘l‘) (95)
with an essential dependence on ,pup, Uprrz, OF Uzpr, Urer, Satisfying the linear determining
system (68). Again, this system splits into the adjoint-symmetry equation (71) and its
complex conjugate, augmented by the Helmholtz integrability equations which now are given

by

2D,Re 85§M — Re aii, (96a)
2D, Im % ~ Im 82?”, (96b)
D?Re agix —2D,Re 88@2; = —2Re gi, (96¢)
D?Im ?Q —2D,Im an — —2Im 8?, (96d)
Uz ra Oy O,
Im 853” =0, (96e)
2D,Re 85:3” — Re aii, (96f)
3D,Im aiix = 2Im aii’ (96g)
D?Re aiix —2D,Re aii = —2Re gﬁ, (96h)
D2Im ;;i —3D,Im gﬁ = —6Im 68—3 (961)

The determining system (71) and (96) involves the variables ¢, x, u, u, and z-derivatives
of u, w up to Tth order. Since @) is at most 4th order, this system will split into a large
overdetermined system of equations, which we derive and solve by using computer algebra,
as summarized in section 3.1. We thereby obtain the following classification result.

Proposition 5. The determining system (71) and (96) for 3rd and jth order multipliers
(95) has three solutions:

Q = i(Upee + QrulU,) (97a)

with
ay =1 =By =0 (97b)
Q = 6Uygny + 200U gy + SO UL, + 6o Tu? + daguu, iy, + ajuu’ (98a)
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with

g =1 = Py = 0; (98b)

Q = 3Uypes + 681U Uyy + 146 utit,, + 861711@ + 126wtz uy + 881u 0 (99a)
with
ap =301, ay =P =0. (99b)

To obtain the 2nd order conserved densities (94) determined by these multipliers (97)—
(99), we evaluate the integration formula (69) and cancel all higher-order terms (containing
Ugzrs Uppr, Uzzre, Uzzee) DY subtracting suitable total z-derivatives. This yields the following
classification result.

Theorem 8. For a complex mKdV equation (1), conserved densities of the form (94) are
admitted only in the following cases:
(i) Ina=0,=0
T :z%(amugg — Uy lly) + 160 (uti®u, — u Uty ); (100)
T =6uyplizy — 2a(u+ @) (u — @) (Ugy + Uga) + Fa(2utt — 3u® — 30°) (ul + u2)

101
— La(u® + 14uu + @ )u,t, + 10*u’n’. (101
(ii) a =38, Ima=Im 5 =0
T =3uyplize — 3B (u+ @) (u — ) (Ugg + Upe) — 158270 — 18uti + 270 (u2 + u2) (102)

— 18(22uu + 3u” + 30 )u, i, + 3470 T’.

The two cases here in which complex mKdV equations admit these higher-derivative con-
served densities are exactly the well-known integrable cases a/5 = 0 and «/ = 3 with real
coefficients, & = &, 8 = [B. This result indicates that any new integrable cases for com-
plex mKdV equations having complex coefficients will involve a recursion operator of order
greater than two.

3.1. Computational Remarks. For computational purposes, it is convenient to replace
the complex variables and unknowns by their real and imaginary components, namely, u =
Uy + iU, Uy = Uy + 1U,, Q = Q1 +1Q2, ¢ = a1 + 1avg, § = (1 + 1. In component form, the
characteristic form of a conservation law (66) is given by

DT + D, X =(uy; + (a1 + B1)uf — 2Bougug + (aq — B1)ud)ure — ((ag — Bo)ui — 2B1uquy
+ (g + Bo)ud) oy + Utzer) Q1 + (uar + (a2 + Bo)ud + 2B1uquy

+ (g — 52)U§)U1x + (o — 51)”% + 26ourug + (a1 + 51)U§)U2x + Uozaa) Q2
(103)

in terms of a multiplier pair (@1, Q2), while the variational expressions (67) relating such
multipliers to conserved densities take the form
oT oT
=z Q=z-
Uy
19
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For 2nd order multipliers

Ql(taxau17u27u11‘7u2$7u1$$7u2$$)7 QQ(taxaulau%u1$7u2m7u1xmu2m€) (105)

the determining system (71)—(72) splits into an overdetermined system of 53 real equations
for the 6 unknowns aq, aw, 81, B2, @1, Q2. The main complication in solving the system is
that it contains terms in which @)1 and Qs appear with «q, aq, (51, (2 as coefficients, so
that the system as a whole is nonlinear in the joint unknowns. To formulate and solve this
system, we use the program CONLAW [15], which in turn calls the package CRACK [14] for
solving overdetermined systems of differential-algebraic equations.

CRACK uses a wide repertoire of techniques (modules), including eliminations, substi-
tutions, integrations, direct and indirect separations, length-shortening of equations, and
factorizations. In the present computation, the typical techniques needed are integration,
substitution, and separation. Integration of equations is not hindered by the nonlinearity of
the system, because a1, g, (1, B2 are just constants while ()1 and ()5 appear only linearly.
In contrast, indirect separation of equations is sensitive to the nonlinearity. An equation is
indirectly separable when no unknown in the equation depends on all independent variables
but each independent variable occurs in at least one unknown in the equation, i.e. direct
splitting is therefore not possible. Such equations can be separated by a sequence of divisions
and differentiations, where each division requires a case distinction depending on whether
the divisor is zero or not. For nonlinear equations, a simple alternative which has been
implemented in CRACK is to differentiate the equation repeatedly and perform case gener-
ating substitutions and case generating Grobner steps. The entire computation to obtain all
solutions takes about 1600 steps and is essentially interactive.

For 4th order multipliers

Ql (t7 TyUr, Uy Ulyy U2gy Ulgry Udzxy Ulzar UWozzass Ulzzzxs UZJJJ:JJJJ)a

Q? <t7 T, Ur, U2, Ulg, U2z, Ulzx, U2z, Ulzza s U2zza) Ulzzax, UQmmmm)

(106)

the determining system (71) and (96) splits into a larger overdetermined system of 212 real
equations. The resulting system contains, on the one hand, many equations that are linear,
short (less than 100 terms), and easy to integrate, and on the other hand, equations that
are longer (up to almost 38000 terms) and nonlinear. Because of this complexity, the whole
computation to solve this system takes several thousand steps consisting of integrations,
substitutions, separations, decouplings, and factorizations, while the steps that involve sub-
stitutions and separations turn out to be very time consuming when performed on the long
equations. This prompted the following two enhancements to CRACK for speeding up the
computation.

First, a more specialized separation module has been added as a default module. This
module performs only direct separations (which are the most frequently needed splittings),
whereas the general module also performs indirect separations as well as splittings where
unknowns occur in exponents of independent variables. Splittings with respect to exponents
are relatively slow, because this involves converting expressions internally between two dif-
ferent forms (prefix form and standard quotient form). Since none of the unknowns in the
present computation occur in exponents, a significant speed-up is achieved by avoiding the
use of the general separation module.

Second, a new module that partially solves subsystems has been developed, producing an-

other major speed-up. Previously, each substitution resulting from each integrated equation
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had to be performed in all equations in the system at once, which gets very time consuming
when the system contains long equations. The new module allows short, linear equations to
be integrated and/or split, followed by substitution into other short equations, so that after
several such iterations the equations in the subsystem become much shorter, have low order,
and are practically all nonlinear in the unknowns. At that stage the preliminary solution is
then substituted in the whole system including long equations.

Two other features of CRACK greatly aid the present computation. CRACK is able to
collect inequalities (actively generated from conditions on the unknowns in combination
with algebraic equations that arise during the computation) and use them to select steps
that will minimize the number of case distinctions and keep the depth of case nestings as
low as possible. Finally, CRACK can be run interactively as well as automatically, which is
especially useful in solving large nonlinear problems.

4. CONSERVED QUANTITIES FOR SOLITARY WAVES AND KINKS

The conserved densities obtained in Theorem 7 for the class of complex mKdV equations
(1) yield conservation laws with the following integrated form (64), where

C = / T(t, z,u,u, ug, Uy,) dr (107)
is the integrated density and
X(t’ x? u? ﬂ? ’U%aal‘auxxa azxauxxxaaxxx) (108)
is the corresponding flux:
(i) Ima =Im g
C = / |u|? dz = P (momentum) (109a)
X = Ha+ B)uu® — uplly + iy, + Uity (109b)
(ii) Ima=0,Ims =0
C= / =3ug|* + 3 (o + B)|ul* dz = 2 (energy) (110a)
X = 3(Upallpe — UgUpre — Uglizey) + (@ + B) (Ul gy + Uy ) — (5av + 2B) Uttty (110b)
— 3(a+28)(@u; + u*uy) + (o + B)*u’a’;
C= / —3t|u|” + Lo+ B)t|ul* — z|u|* dx = 2G (Galilean energy) (111a)

X = ully + gy + (Uplly — Wlyy — Ullyy) — %:p(a + B)ua® — t(5a + 28)utiug i,
— (o + 2B) (u2u® + wou®) + 3t(Unplizy — Uplipgs — Uglyey) (111Db)

+ t(a + B) (ugeut’® + Ugetiv®) + (o + B)*wu’;
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(iii) o = 28

C= / wdr = M (phase-covariant mass) (112a)
X = Bul + gy (112Db)
(iv) a = 3p
C= / u?dr =P (phase-covariant momentum) (113a)
X = 2But — u? + 2utiy,; (113b)

(v) Ima=0,8=0

C= / —i|u|®arg(u), dz = W (angular twist) (114a)
X = ai(@*un, — tutty) + ilteey — Ulleey + 20 (Uplipe — Uplay)- (114b)

For a given solution u(¢, z) of a complex mKdV equation, these integrated densities (109)—
(114) will define a finite conserved (i.e. time-independent) quantity (107) if and only if the
densities T'(t,x,u, U, u,, u,) themselves have sufficiently rapid decay as |z| — oo and also
the corresponding fluxes (108) vanish for x — +oo.

We will now determine which of the integrated densities yield a finite conserved quantity
for the solitary wave solutions (46)—(49), (61) and the peakon solution (62) obtained in The-
orems 1 and 4 as well as for the kink solutions (52)—(53), (63) obtained in Theorems 3 and 6.
To proceed we first write down the asymptotic behaviour of each solution for large +x such

that [¢] > 1/+/]c].

Solitary wave (46):

u = '@t \/Etanh O + O(exp(—+/c|z])) (115a)
a
Ima=0,8=0. (115b)

Solitary wave (47):

u= ei(¢+9)\/g +O(1/)z]?) (116a)

Ima=0,5=0. (116b)

Solitary wave (48):
u = et - Jcr 3 tanh © + O(exp(—+/c|z])) (117a)
Im (a+ 3) = 0. (117b)
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Solitary wave (49):

u=e?, /ajﬁ (1/|z]?) (118a)
Im (a + 8) = 0. (118b)

Solitary wave (61):
u = O(exp(—Ve + 3k2|])) (119a)
Ima=0,8=0. (119b)
Peakon (62):

O(exp(—+/co?/(0? — 3)|z|)) (120a)

|0é| = |6 (120b)
where
o =Re(a—f)/Im(a+ ) =—Im (o — 5)/Re (a + ). (120c¢)
Kink (52):
w = et /a?’—fﬁ + O(exp(—v/=2clz])) (121a)
Im (a + 8) = 0. (121b)
Kink (63):
u = Fe'? 3let 3k%) exp(ik(x — (3¢ + 8K%)t)) + O(exp(—+/—2(c + 3k2)|z])) (122a)
Ima =0,8 = 0. (122b)
Kink (53):
u = "% \/2(1 + 2sech?©) 4 O(exp(—v/—2¢|z])) (123a)
Ima=0,8=0 (123b)
where

tan(or — ¢) = :i:\/i§ sinh ©. (123c)

Based on this asymptotic behaviour, it is straightforward to derive the conditions on «
and £ under which each integrated density (109)—(114) is conserved and finite for each of the
solutions. The conditions obtained for the solitary wave solutions (46)—(49), (61) and the
peakon solution (62) are listed in Table 1 (where “-” means that an integrated density either
is defined only for &« = 5 = 0, or is infinite, or fails to be conserved). These conditions show
that all six integrated densities are conserved and finite only for the solitary wave (48) in the
special case © = 0 which reduces to the familiar sech solution (51) having the asymptotic
decay u = O(exp(—+/c|z|)) for large £z. For the peakon (62), only the momentum (109)
is conserved and finite (while both the energy (110) and Galilean energy (111) fail to be
defined except in the trivial cases 0 = 0 or 1/0 = 0). In contrast, for the kink solutions
(52) and (53), only the angular twist (114) is conserved and finite. The other kink solution

(63) is exceptional as the linear phase term in its asymptotic behaviour (122) leads to the
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angular twist being neither finite nor conserved. We now list the expressions for all of the
conserved and finite integrated densities.

Proposition 6. Solitary wave (51) with speed ¢ > 0 and phase angle 0 < ¢ < 27 has the
following conserved quantities:

12¢1/2

momentum Plc) = ——, 124
©=5g 2
603/2
ener E(c) = ——, 125
9y (=373 (125)
Galilean energy G=0, (126)
- Ireld
phase-covariant mass M(o) = W—\/ea, (127)
B 9¢1/2¢i20
phase-covariant momentum Ple,¢p) = ————, (128)
a
angular twist W =0. (129)

Solitary wave (61) with speed ¢ > 0, phase angle 0 < ¢ < 2w, and frequency —oo < —k(3c+
8k?) < oo has the following conserved quantities:

192 k2 1/2
momentum Plc, k) = M, (130)
a
6 3k2)1/2
energy E(e k) = M, (131)
a
Galilean energy G =0, (132)
angular twist W=0. (133)
Interestingly, the momentum P and the energy &£ for these solitary waves (51) and (61)

satisfy the relation

£ = 3cP. (134)
In addition, the Galilean energy is related to the momentum and energy by
2G =2t€ — x()yP =0 (135)
where -
(1) = %/ 2|uf? da (136)

defines the center of momentum (in analogy to the definition of center of mass). From
relations (134) and (135), this time-dependent quantity (136) is given by

x(t) = ct. (137)

Thus, both of the solitary waves (51) and (61) exhibit the same kinematic relations (134)
and (137) obeyed by a free particle with speed ¢, whose position x = ¢t coincides with the
peak of |u| as determined by £ =z — ¢t = 0.

Proposition 7. Solitary waves (46)-(49) and kink (52) have the conserved angular twist

W =0, (138)
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Kink (53) has the conserved angular twist

2\/§c

W(c, ©) = - sinh © sech?0. (139)
Solitary wave (61) has the conserved angular twist
—12k
W(c, k) = V2 + 3k2 (140)

«

The vanishing of the angular twist for the solitary waves (46)—(49) and the kink (52) means
that the phase angle of u(t,z) is the same (modulo 27) for both x — +o00 and ©z — —oc0,
as shown by the asymptotic behaviour (115)—(118) and (121). For the kink (53), the non-
zero angular twist (139) is produced by the finite net rotation in the phase angle of u(t, x)
between x — 400 and x — —oo as given by the asymptotic behaviour (123) when © # 0.
In contrast, the non-zero angular twist (140) for the solitary wave (61) arises from the linear
phase k(x — (3¢ + 8k?)t).

Proposition 8. Peakon (62) with speed ¢ > 0, phase angle 0 < ¢ < 27, and frequency
—o0 < ec®?(1 —30?%)/(0? — 3)%? < o0 has the following conserved quantity:

0?2 —3

t = . 141
momentum  P(c) 3 (141)
Galilean | phase-covariant | phase-covariant | angular
momentum energy energy mass momentum twist
) Ima=20 Ima=0] Imnma=0
Solitary Ima=20
ave 0 =0 =0 |©0=0 N
Solitary Ima=0
wave (47) i i i ) ) B=0
] Ima=0 Ima=0] Ima=0] Rea=2Rep Rea =3Ref
Solitary Ima=20
(48) Impg=0 Imp=0|ImpB=0| Ima=ImpB=0| Ina=ImB=0 B=0
ave o — 0= 0= =0 =0 -
Solitary Ima=0
wave (49) i i i ) ) B=0
Solitary Ima=0 Ima=0| Ima=20 Ima=20
wave (61) B=0 B=0 B=0 i ) B=0
Peakon | Rea = —Ref
(62) Ima=1Imp ) ) ) ) )

TABLE 1. Conditions such that the integrated densities are conserved and finite

5. SUMMARY

We have studied travelling wave solutions (4) and conservation laws (6)—(8) for a wide

class of U(1)-invariant complex mKdV equations (1).
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integrable generalizations of the ordinary (real) mKdV equation given by the Hirota mKdV
equation and Sasa-Satsuma mKdV equation. Four main results have been obtained.

Firstly, in Theorems 1 to 3, we respectively derive all solitary waves and all kinks of the
complex form (4), which have the asymptotic behaviour v — a as |z| — oo and u — a - bfy
as r — Foo where a, b are complex constants and fj is a non-zero real constant. The solitary
waves in Theorems 1 and 2 describe new complex generalizations of the well-known mKdV
sech solution, and a new complex rational solution. The kinks in Theorem 3 describe new
complex generalizations of the familiar mKdV tanh solution. Secondly, in Theorems 4 to
6, we respectively derive all solitary waves and kinks having a linear phase of the form (5),
with the asymptotic behaviour |u| — 0 as |z|] — oo and |u| — fo as @ — +oo. These
solutions include a new type of complex peakon whose phase has a jump discontinuity where
the amplitude displays a cusp.

Thirdly, in Theorem 7 we explicitly find all 1st order conserved densities (65), which yield
phase-invariant counterparts of the well-known mKdV conserved densities for momentum,
energy, and Galilean energy, and a new conserved density which describes the angular twist
of complex kink solutions. Fourthly, we explicitly find all conserved densities (94) of lowest
order in higher x-derivatives. From Theorem 8 the results of this classification establish
that such higher-derivative conservation laws exist only in the two known integrable cases
of complex mKdV equations.
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